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Adaptive enhancement of sea-surface targets
in infrared images based on local frequency cues
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Image enhancement is an important preprocessing step of infrared (IR) based target recognition and surveil-
lance systems. For a better visualization of targets, it is vital to develop image enhancement techniques that
increase the contrast between the target and background and emphasize the regions in the target while sup-
pressing noises and background clutter. This study proposes what we believe to be a novel IR image enhance-
ment method for sea-surface targets based on local frequency cues. The image is transformed blockwise into
the Fourier domain, and clustering is done according to the number of expected regions to be enhanced in the
scene. Based on the variations in the elements in any cluster and the differences between the cluster centers
in the frequency domain, two gain matrices are computed for midfrequency and high frequency images by
which the image is enhanced accordingly. We provide results for real data and compare the performance of the
proposed algorithm through subjective and quantitative tests with four different enhancement methods. The
algorithm shows a better performance in the detail visibility of the target. © 2010 Optical Society of America
OCIS codes: 100.2000, 100.2980, 110.3080, 330.1800, 110.3000.
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. INTRODUCTION
he processing of sea environments in an IR band is a
hallenging research subject because the sea radiance de-
ends on sky reflections, sun glints, blackbody emissions
rom wave facets, and atmosphere [1]. Apart from the
ackground clutter, low signal-to-noise ratio, low con-
rast, sensor noises, and the thermodynamic state of the
argets affect the detection and visualization of the tar-
ets in the sea background or at the horizon. Therefore,
or a successful target detection and a better visualization
f high dynamic range (HDR) IR images, it is important
o develop efficient enhancement techniques that increase
he contrast between the target and background and em-
hasize target edges, while suppressing noises and the
ackground clutter without introducing artifacts.
In image enhancement, the proposed solutions are case

ependent; therefore, it is very difficult to develop an en-
ancement technique working well under different condi-
ions. Similarly, there is no standard or metric for the per-
ormance comparison of the enhancement techniques [2].
n this study, we will focus on the IR images consisting of
ea-surface targets. Many of the surveillance systems re-
uire intruder detection, threat detection approaching
rom the sea or horizon, and a better visualization of tar-
ets for classification and identification purposes. To the
est of our knowledge, no attempt has been previously
ade to develop an IR image enhancement technique spe-

ific for sea-surface targets and to compare its perfor-
ance with histogram and unsharp masking (UM) based
ethods. We propose an adaptive enhancement method

ased on the local frequency cues in the image. We show
hrough subjective and quantitative tests that it performs
ell for the detail visibility in the target region.
This paper is organized as follows: Section 2 reviews
1084-7529/10/030509-9/$15.00 © 2
he state-of-the-art IR image enhancement techniques. In
ection 3, the proposed algorithm is explained. The ex-
erimental results with a detailed discussion of the ef-
ects of the algorithm parameters on the performance are
rovided in Section 4. Subjective and quantitative com-
arisons are presented in Section 5 together with a brief
escription of the compared methods. The concluding re-
arks are made and directions for future research are

rovided in the last section.

. RELATED WORK ON IR IMAGE
NHANCEMENT
he image enhancement techniques can be generally di-
ided into four categories, which are amplitude scaling,
istogram modification, noise removal, and edge enhance-
ent [2]. In an earlier work [3], contrast improvement

echniques such as bit slicing, histogram equalization,
nd contrast improvement through look-up tables are
sed, together with noise reduction techniques, for image
nhancement. The IR image sequences are enhanced by
he motion estimation in [4–6]. The dynamic range en-
ancement is accomplished using a logarithmic image
rocessing model in [7]. In [8], the effects of the IR image
nhancement techniques on human based target detec-
ion are evaluated via psychophysical experiments. The
uthors implemented three different histogram modifica-
ion techniques which are histogram projection, histo-
ram equalization, and histogram weighted hybrid map-
ing and median filtering. In [9], the authors proposed a
anual display mapping for a better visualization of

2–14 bit IR images in 8 bit displays. A two-stage IR im-
ge enhancement technique based on local and global con-
rast enhancement is proposed in [10]. They enhanced
010 Optical Society of America
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rst global contrast by adaptive plateau histogram equal-
zation (APHE) and then used adaptive gain control based
n the wavelet transform for the local contrast enhance-
ent. A tail-less version of the APHE and a version of the
M method, method of Aare Mällo (MAM), are applied for

he IR image enhancement in [11]. In [12], an adaptive
ontrast enhancement method based on the wavelet
ransform is proposed. A local area processing method
ased on histogram shaping and the adaptive Wiener fil-
ering for noise removal are used for the contrast en-
ancement in [13]. The adaptive unsharp masking (AUM)
echnique is proposed in [14] for the image enhancement.

quantitative assessment of the UM method in x-ray
uoroscopy is made in [15]. In [16], the edges are en-
anced by adaptive thresholding using the error-diffusion
lgorithm. The authors implemented a spatiotemporal
omomorphic filtering technique using a qualitative
odel for the far IR scenes in [17]. An adaptive version of

he same method is proposed in [18]. The IR images are
nhanced using the autoregressive moving average filter
nd H� bounds in [19]. In [20], an anomalous frequency is
etected using Fourier transform along the column in the
mage block and inverse Fourier transform is applied to
he thresholded frequency for enhancement. The IR im-
ge enhancement based on a human visual system is pro-
osed in [21] using the multifractal theory. Balanced con-
rast limited adaptive histogram equalization and
ontrast enhancement (BCLAHE-CE) techniques are
sed together for an improved visualization of the IR im-
ges in [22]. An evaluation is performed through a subjec-
ive analysis based on human observers. It outperforms
he histogram equalization, Fattal’s method [23], and the
etinex algorithm [24] in the subjective tests. In [25], a bi-
ateral filter is used for the dynamic range compression of
he IR HDR images and the proposed algorithm is com-
ared with the histogram equalization and retinex algo-
ithm. In our earlier work [26], we made a comparative
nalysis of the different IR image enhancement tech-
iques for sea-surface targets. It is observed that the
CLAHE-CE provides good results for different scenarios

n the subjective and quantitative tests among the com-
ared methods.

. PROPOSED IR IMAGE ENHANCEMENT
ETHOD

n this study, we are mainly interested in the enhance-
ent of IR images consisting of sea-surface targets. An

xample image and its histogram are shown in Figs. 1(a)
nd 1(b), respectively. As shown in Fig. 1(b), the histo-
ram has a three modal distribution, where the first and
econd parts of the distribution correspond to the sea and
ky regions, respectively. They have intensity values
anging approximately between [1180,1280] and
1350,1370]. The third part of the distribution having
reater intensity values ranging approximately between
1440,1560] corresponds to the target. Our aim is to em-
hasize the target regions and detail level in the target
ithout introducing an undesirable artifact and increas-

ng the noise level in the image. We propose an adaptive
ethod based on local frequency cues (AMLFC). The pro-
osed method has two stages: local clustering in the fre-
uency domain and image enhancement.
According to this method, first of all, an image of size
�N is divided into blocks at a specified size B1�B2 and

he discrete Fourier transform (DFT) of each block is com-
uted. The evaluated DFT coefficients are then used to
luster these blocks according to their frequency domain
haracteristics which are the key features used to dis-
riminate the regions to be enhanced. In fact, the motiva-
ion at this point is to enhance the high frequency compo-
ents as suggested by the method of UM [27]. On the
ther hand, the enhancement procedure is applied to the
ecided possible target regions with higher gain which
akes the details of the image more visible but especially

nside the target. For this purpose, the image is passed
hrough appropriate filters and a low-pass, a mid-pass,
nd a high-pass image are obtained with a size of M�N.
hen, two M�N gain matrices, one of which is used to en-
ance the mid-pass while the other one is used to enhance
he high-pass image, are elementwise multiplied by the
id-pass and high-pass images, respectively. Each ele-
ent of those matrices is evaluated according to the three

ifferent attributes listed as follows:

• frequency characteristics of the cluster that the ele-
ent is included;
• similarity between the frequency characteristics of

he block that the element is included and the frequency
haracteristics of the corresponding cluster;

• distance between the spatial location of the element
nd the center points of the blocks.

Fig. 1. (a) Sample image and (b) its histogram.
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The first two factors are for realizing our main motiva-
ion of adaptive frequency selective enhancement while
he last factor is for removing the blocking artifacts
aused by the proposed procedure. Finally, using the low-
ass image and the enhanced mid-pass and high-pass im-
ges, the resultant enhanced image is reconstructed. The
etails of the algorithm are explained in the subsequent
ections.

. Clustering in Frequency Domain
he target, sea, and sky regions have different frequency
ontents due to their textures. The sea surface usually
onsists of wave reflections with an additive noise and the
ky has a gradual intensity distribution with noise added
n it. The frequency distribution in the target regions dif-
ers from the sea and sky transitions due to its shape.
ourier transforms of the blocks corresponding to the tar-
et, target-sea transition, sea surface, and sky [Fig. 2(a)]
re shown in Figs. 2(b)–2(e), respectively. As seen from
he figure clearly, the four parts of the IR scene have dif-

ig. 2. Fourier transform of the blocks given in (a): (b) target (c)
arget-sea transition, (d) sea, and (e) sky.
erent frequency characteristics, ranking from low to high
s sea surface, sky, target, and target-sea transition,
hich is our main motivation in choosing the local fre-
uency clustering approach.
The images to be enhanced have HDR characteristics.

he local frequency clustering operations are done using
hese HDR images. For each block, Fourier transform is
omputed by the equation below:

Fi�u,v� =
1

B1B2
�
x=0

B1−1

�
y=0

B2−1

Ii�x,y�e−j2���ux/B1�+�vy/B2��, �1�

here Ii�x ,y� and Fi�u ,v� are the ith block of the image
nd its Fourier transform, respectively. Then, the abso-
ute value of the 2−D frequency distribution of each block
s converted to a vector Vi by zigzag scanning. As the Fou-
ier transform is symmetric for real data, we use only half
f it. Therefore, the length of Vi is B1B2 /2. The Euclidian
istances between these arrays, d, as given in Eq. (2), are
sed to construct a hierarchical cluster tree and the clus-
ering is done using this tree with respect to the nearest
istance [28],

drs
2 = �Vr − Vs��Vr − Vs�T. �2�

he maximum number of clusters c is a parameter and is
et according to the number of regions to be enhanced.
he clustering result for the image shown in Fig. 1(a) is
iven in Fig. 3 for c=6. As a result of the clustering pro-
ess, each block of the image is assigned to a cluster. A
luster center CC is calculated by averaging the Vi’s. The
omputed cluster centers for the same image are shown in
ig. 4. These cluster centers are sorted according to the

n-cluster frequency distribution. The vectors correspond-
ng to each cluster center are normalized with the energy
f that cluster in overlapping windows of size 3 to find the
ormalized cluster centers CCj’s, whose nth element is
valuated by the equations below:

TEj = �
n=1

B1B2/2

�CCj�n��2, �3�

CCj�n� =
�CCj�n − 1��2 + �CCj�n��2 + �CCj�n + 1��2

TEj
, �4�

here j represents the cluster number ranging from 1 to
; TEj is the energy of the jth cluster center CCj. Then,
he weights for each cluster center are defined as in Eq.
5),

wj = �
n=1

B1B2/2

CCj�n�n. �5�

hese weights are used to sort clusters from high to low
ccording to their frequency components and as a gauge
o show inter-cluster distances. The blocks in the cluster
ith the highest cluster center weight are assumed to be

n the target region whereas those in the cluster that
ave the smallest cluster center weight are assumed to be
he background. In addition, the gains assigned to each
lock center are derived from the corresponding wj. This
rocess will be explained in the next section.
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. Enhancement
modified UM based adaptive enhancement technique is

pplied in the AMLFC. The UM based methods divide the
riginal image into its low and high frequency images.
he enhancement is usually done by the multiplication of
he high frequency image with a constant to emphasize
he details in the image [27]. However, with these meth-
ds, the background clutter is also enhanced at the same
ime due to the global implementation and halo effects oc-
ur around the hot targets [22].

In our method, on the other hand, by adjusting the
ains with the help of the weights calculated according to
he results of the frequency clustering stage, each midfre-
uency and high frequency component of the image blocks
s enhanced with different gain coefficients. The halo ef-
ects are reduced by enhancing the two different fre-
uency components properly.

. Gain Matrix Generation
he midfrequency image consists of transitions in the tar-
et texture whereas the high frequency image consists of
ostly Gaussian noises. So different gain factors for these

wo filtered images are defined to enhance the details of
he target area while suppressing the noise in the image.
nstead of multiplying the midfrequency and high fre-
uency components of each block with a single gain coef-
cient, two different gain matrices are constructed for
ach image which has the same size as with the original
mage. Each pixel in the image has a different gain coef-
cient according to its spatial position and the frequency
haracteristics of the block it belongs to. Hence, the mul-

ig. 3. Distribution of the image blocks according to their
lusters.

Fig. 4. Cluster centers.
iplication of the midfrequency and high frequency im-
ges with these gain matrices removes the blocking arti-
acts.

The gain matrix is computed by first assigning weights
to each block center according to the cluster to which

hat block belongs to as given in the following equation:

BW�k� = wj, kth block � clusterj, �6�

here BW is the weight of the kth block and k changes
rom 1 to b, total number of blocks. Then, the distance
rom a single pixel to all block centers BC is computed us-
ng the equation below:

Dk�x,y� =
1

��BCk�xc� − x�2 + �BCk�yc� − y�2 + �
, �7�

here xc and yc are the coordinate centers of the block
enters and � is a small number (0.1 in our case) added to
void an infinite multiplication coefficient at the weighted
um calculation.

The gain matrix G�x ,y� is constructed using the Euler
istance from that pixel to the block centers and the
eight of the corresponding block center as in Eq. (8),

G�x,y� = �
k=1

b Dk�x,y�

�
l=1

b

Dl�x,y�

BW�k�. �8�

s can be seen from the formulations, while the distance
etween the pixel and the block center increases, the con-
ribution of the weight of that block center in the calcula-
ion of that pixel’s weight decreases. In Fig. 5, the gain
atrix can be seen which is evaluated for the image given

n Fig. 1(a). This matrix is mapped to the two different
anges and the two different gain matrices, Gmid and
high, are constructed by the following equations:

Gmid�x,y� =
�G�x,y� − Gmin��mid

�Gmax − Gmin�
+ �mid, �9�

Ghigh�x,y� =
�G�x,y� − Gmin��high

�Gmax − Gmin�
+ �high, �10�

here Gmax and Gmin are maximum and minimum values
f the gain matrix, �mid and �high are multiplicative coef-

Fig. 5. Gain matrix.
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cients, and �mid and �high are the offset parameters for
he midgain and high gain matrices, respectively. The pa-
ameters, �mid and �high are adjusted such that the en-
anced images are not saturated. These parameters can
e set by the user considering the scenario properties
uch as the noise level and the target size.

. Construction of Low Frequency, Midfrequency, and
igh Frequency Images
he image is linearly mapped to the 8 bit dynamic range
nd low frequency, midfrequency, and high frequency
omponents of the image are extracted from this image.
his avoids extra linear mapping parameters for midfre-
uency and high frequency HDR images. The high fre-
uency image �Ihigh� is extracted by first passing the origi-
al image from a 5�5 averaging filter and then
ubtracting the result from the input of the filter. The low
requency image �Ilow� is extracted by passing the original
mage from a 25�25 averaging filter. The midfrequency
mage �Imid� is obtained by subtracting the low and high
requency images from the original image.

. Image Enhancement and Reconstruction
fter defining and constructing the gain matrices and fre-
uency components of the original image, elementwise
ultiplication between the midfrequency and high fre-

uency images and their corresponding gain matrices is
erformed. At the next step, the resultant three images
re added to obtain the enhanced image �Ienh� as de-
cribed in the equation below:

Ienh�x,y� = Ilow�x,y� + Gmid�x,y�Imid�x,y�

+ Ghigh�x,y�Ihigh�x,y�. �11�

hen, the enhanced image is clipped between [0,255] in-
ervals.

. EXPERIMENTAL RESULTS
ample images are extracted from IR videos recorded us-

ng longwave calibrated cameras of detector sizes
136,272] and [240,320] located on stabilized platforms.
he field tests include targets of different sizes located at
ifferent distances and orientations from the observer.
he targets at the horizon, multiple targets, and targets
ith land background are also considered.

ig. 6. (a) Original image and enhancement results (�high=10,
=6, �mid=�high=0.5, and B1=B2=16) for (b) �mid=0.5, (c) �mid
1.5, (d) � =2.5, and (e) � =3.5.
mid mid
The parameter �mid is the multiplicative coefficient for
he Gmid matrix used for contrast improvement in the tar-
et region and suppressing the reflections from the sea
aves. The results obtained for different �mid values are

hown in Fig. 6. Small values of �mid cause the truthful-
ess of the image to decrease while large values of �mid
ause the detail visibility of the target to decrease because
ntensity values in the target region saturate and the de-
ail visibility of the target decreases.

Figure 7 shows the results obtained for different values
f �high, which is the multiplicative coefficient for the
high matrix. The target details of the original image are

nhanced because �high increases the high frequency de-
ails in the target region. Non-target regions are affected
ess due to the structure of the gain matrix. While setting
high more than unity results in an enhancement of the
arget edges and details, increasing �high more saturates
he image in the target region and the target details are
ost.

The effects of different c values can be seen in Fig. 8.
ore clusters result in more transition blocks from the

arget region to the background. So bigger gain values
pread to a wider region spatially around the target. It is
ore likely to merge the target with the horizon if the tar-

et size and the value of c are small. These parameters
re modified by the user depending on the noise and tar-
et properties. During this work, it is observed that c=6
s large enough to segment the images properly in our
ata set.
The parameters �mid and �high are defined as the offset

arameters of these two gain matrices and are chosen to

ig. 7. (a) Original image and enhancement results (�mid=0.5,
=6, �mid=�high=0.5, and B1=B2=16) for (b) �high=1, (c) �high=5,
d) �high=10, and (e) �high=15.

ig. 8. (a) Original image and enhancement results (�high=10,
mid=�mid=�high=0.5, and B1=B2=16) for (b) c=2, (c) c=4, (d) c
6, and (e) c=8.
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e less than 1 to suppress background clutter. The results
or different scenarios are given in Figs. 9 and 10. In the
esults, the height and the width of the blocks are taken
s 16. The parameters �mid, �high, �mid, and �high are
dapted for different scenarios to obtain better results in
erms of the visibility of the target details without intro-
ucing any artifacts. The high frequency noise suppres-
ion, wave glint removal, and target detail and edge en-
ancement are achieved for real data by adjusting the
alues of these parameters. For moderate midfrequency
nd high frequency suppressions in the sea and sky re-
ions, �mid and �high are chosen as 0.5. In Fig. 9(i), a noisy
mage is seen and the high frequency noise suppression is

ig. 9. [(a), (c), (e), (g), and (i)] Original images and enhance-
ent results ��mid=0.5� for (b) �mid=1.5, �high=10, and �high
0.5, (d) �mid=1.5, �high=10, and �high=0.5, (f) �mid=0.5, �high
10, and �high=0.5, (h) �mid=0.5, �high=10, and �high=0.5, and (j)
mid=1.5, �high=2, and �high=0.1.

ig. 10. [(a), (c), and (e)] Original images and enhancement re-
ults ��high=0.5� for (b) �mid=1.5, �high=10, and �mid=0.5, (d)
mid=1.5, �high=10, and �mid=0.5, and (f) �mid=0.5, �high=10, and

=0.1.
mid
chieved in Fig. 9(j) by setting �high to 0.1. A small target
till exists without loss of detail or contrast. The effect of
etting the value of �mid to 0.1 is seen in Fig. 10(f), where
he midfrequency components of the image are sup-
ressed in the background region and wave glints are re-
oved in the enhanced image.

. COMPARATIVE ANALYSIS
n this section, the comparison of the proposed method
ith other well known techniques is presented based on

ubjective and quantitative tests. The compared algo-
ithms are selected as APHE, BCLAHE-CE, MAM, and
UM. The first two methods are chosen because it has al-
eady found that they show good performance between
he histogram based approaches [26]. The other methods
re chosen for a fair comparison of the proposed method
ith other UM based methods. We believe that the choice
f the algorithms will serve our comparison purposes.

. Compared Algorithms
n adaptive thresholding, the nonzero elements of the his-
ogram are found and smoothed using a median filter. The
aximum gradients are computed using the difference

etween the subsequent elements of the filtered vector.
he mean of the maximum gradients is taken as the

hreshold for the APHE. The original histogram is clipped
elow this threshold. The cumulative distribution func-
ion (CDF) of the modified histogram is computed and the
riginal image is remapped using the modified CDF.

The BCLAHE-CE method integrates the process of dy-
amic range compression and local contrast enhance-
ent. An operation on the image is given in the equation

elow:

Ienh�x,y� = p�I�x,y��� I�x,y�

Ilow�x,y���

, �12�

here p is the mapping function and � is the contrast en-
ancement factor. The original histogram of the image is
lipped to 1% of its total pixel number and excessive pix-
ls are distributed over the entire image. This method is
mplemented locally by dividing the image into blocks and
he equalization curve is constructed by the weighted av-
rages of the curves for each block. A local implementa-
ion adapts the mapping function of the intensity image.

In the MAM, using the averaging filter and image sub-
raction, the image is separated into its low and high fre-
uency bands. A linear scaling is applied to adapt the dy-
amic range of the low-pass filtered image. The high-pass

mage is enhanced as given in the following equation:

Ihigh�x,y� = 	g1Ihigh�x,y�, 
Ihigh�x,y�
 � 	

g2Ihigh�x,y�, 
Ihigh�x,y�
 
 	,�
here g1 and g2 are the two different gain coefficients and
is the threshold value. Finally, low-pass and high-pass

mages are added and limited by a limiting factor to ob-
ain the enhanced image.

In the AUM method, the local dynamic image is en-
anced with respect to the local variance computed over
�3 blocks. The gain is determined as
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��x,y� = �
1, V�x,y� � �1

�mid, �1 
 V�x,y� � �2

�high, V�x,y� 
 �2,



here V is the local variance image and �mid and �high are
ains satisfying the conditions �mid�1 and 1��high
�mid. The thresholds �1 and �2 are chosen depending on

he intensity distribution of the variance image. The en-
anced image is computed as in Eq. (13),

Ienh�x,y� = ��x,y�Ihigh�x,y�. �13�

irst, the output of the linear UM algorithm �IUM� is com-
uted as

IUM�x,y� = I�x,y� + �xIx�x,y� + �yIy�x,y�, �14�

here Ix and Iy are the directional outputs of the Laplac-
an operator and �x and �y are the corresponding gains. In
he adaptation, the error between the Ienh and IUM is
inimized with respect to gains �x and �y using the
auss–Newton adaptation algorithm along the rows. The

esulting image IUM is taken as the enhanced image at
he end of the iterations.

. Subjective Tests
n the subjective tests, a similar way like in the study [22]
s followed. 20 observers are asked to give points to the
ve different images based on the five different criteria.
he criteria are the truthfulness of the image, detail vis-

bility of the target and the background, unnatural arti-
acts, and total image quality. Each image appears ran-
omly three times in the sequence, where a total of 5
6�3=90 images are observed in a controlled office en-

Table 1. Mean Sco

Original AMLFC

ruthfulness 2.58 2.78
arget detail 2.37 3.07
ackground detail 2.10 2.41
rtificiality 2.44 2.63
otal quality 2.48 2.82

a1: Bad, 2: Poor, 3: Fair, 4: Good, and 5: Excellent.

ig. 11. Comparison results: (a) original image and enhanced
mages for (b) AMLFC, (c) APHE, (d) BCLAHE-CE, (e) MAM, and
f) AUM.
ironment. In the evaluation, no information is given to
he observers about the methods implemented and the
riginal image. In the implementation, the tunable vari-
bles are determined by many trials and set to constants
s they do not show large deviations for the images of
imilar characteristics in our database. In the implemen-
ation of the AMLFC, �high is found to be 10 and �mid,
mid, and �high are 0.5. For the BCLAHE-CE, � is taken as
0. For the MAM, g1 and g2 are 3 and 2, respectively, and
is set to 10. In the implementation of the AUM, the pa-

ameters are set as �1=200, �2=500, �mid=5, and �high=2.
The mean scores of the observers are given in Table 1.

n the evaluation, the AMLFC has taken the highest
oint in the detail levels in the target. However, the slight
ifference between the detail levels of the target and the
etail levels of the background due to the structure of the
ain matrices results in a decrease in the points given to
he truthfulness, background detail, and unnatural arti-
acts criteria. This affects the overall quality points given
o the enhanced image obtained using the AMLFC. In the
otal quality, the MAM ranks first and the AMLFC and
CLAHE-CE have comparable scores. The mean score for

he background detail is low for the AMLFC when com-
ared to the BCLAHE-CE and the MAM because the pro-
osed method suppresses the background clutter.
As an example, the results for an image evaluated in

he tests are given in Fig. 11. As seen in Fig. 11(b), the
MLFC increases target details more when compared to

he other methods. In this example, the effect of the clus-
ering in the target enhancement can be clearly seen. The
arget at the right in this image is in the target region ac-
ording to the clustering result whereas the target on the
eft hand side is clustered as a sea region. So, due to the
ain matrices constructed depending on the clustering re-
ults, the edges and texture of the target at the right
and side are enhanced and the details of the other target
re suppressed. We also note that the detail levels in the
ackground around the target are kept.

. Quantitative Tests
n the quantitative comparison, the contrast of the target
s used as a performance metric. The contrast is computed
or the images in a selected area of size R�S including
he target using the formula in Eq. (15),

contrast =� 1

RS �
x=0

R−1

�
y=0

S−1

�I�x,y� − Ī�2, �15�

here Ī is the mean image in the selected region. The con-
rast results are given in Table 2 for the original and en-
anced images. The best contrast is achieved using the

f the Observersa

PHE BCLAHE-CE MAM AUM

.23 2.83 2.97 2.66

.73 2.90 3.02 2.55

.59 2.87 3.03 2.14

.20 2.70 2.85 2.48

.19 2.85 2.95 2.56
res o
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MLFC. The main reason for the high contrast value for
he APHE method is that the target saturates after the
nhancement. For this reason, the contrast metric is not
alid for this algorithm because the APHE has the lowest
core in the subjective tests. Although the MAM ranks
ood in the target detail score in the subjective tests, the
ontrast value is lower when compared to that of the AM-
FC and BCLAHE-CE in the quantitative tests.

. DISCUSSION AND CONCLUSION
n this study, we developed a novel IR image enhance-
ent method based on local frequency cues. We discussed

horoughly the choice of algorithm parameters and
howed the effectiveness of the algorithm with real data.
ubjective and quantitative performance comparisons are
ade for different IR image enhancement techniques.
Although we have concentrated on the enhancement of

pecific targets, the results can be easily expanded to
ther IR images consisting of more cluttered back-
rounds. For example, the sky may have broken clouds.
he algorithm can handle these cases by properly adjust-

ng the parameter c. As the clouds will have different tex-
ures when compared to a clear sky, sea surface, and sea-
urface targets, they can successfully be segmented and
eside targets, these broken clouds may also be enhanced.
he algorithm performance does not depend on the per-

ect segmentation of the IR scene. However, if c is not cho-
en properly and the broken clouds have a high frequency
istribution due to, for example, sun reflections, the algo-
ithm may find the sea-surface targets as a part of the
ackground and the sea-surface targets may not be en-
anced properly.
The proposed algorithm is developed mainly to enhance

he sea-surface target images obtained for the sea surveil-
ance systems located on surface platforms. This imposes

limitation on the camera view angle. As the viewing
ngle and distance with respect to the sea-surface normal
hange, for example, in sky monitoring or airborne imag-
ng applications, depending mainly on the sea-state, sun
osition, and atmosphere conditions, the radiance of the
arget and background will change. This will also affect
he frequency distribution of the target and background.
he proposed method may be extended to handle these
ypes of scenarios by adjusting the internal parameters of
he algorithm over large data sets.

In future studies, the parameters of the algorithm can
e optimized using synthetic images at different atmo-
pheric conditions, sea-surface reflections, and sea plat-
orm models. A real time application of the proposed algo-

Table 2. Contrast Results in the Target Region

Contrast

riginal 50.70
MLFC 65.56
PHE 64.27
CLAHE-CE 64.58
AM 43.90
UM 53.56
ithm will also be considered. The proposed algorithm can
lso be accompanied with the existing target detection
echniques in IR imaging systems to improve the process-
ng time.

We believe that the results of this study will be useful
or engineers and researchers designing IR imaging sys-
ems for sea-surface targets. While we have concentrated
n IR imaging in the longwave, the technique proposed
nd compared with other methods in this paper may be
seful for other IR wavelength intervals and also in a vis-

ble band.
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